
Towards a more adeguate motif scoring function

CSRE element in yeast 

5 strongly conserved positions and eleven weakly 
conserved positions each of which features two uncle with 

similar frequencies.

NF-kB

last column is more conserved than the second 
column and should receive a lower score



Entropy
Entropy corresponds to a probability distribution, it is a 
measure of the uncertainty of a probability distribution.

0.2 log2 0.2+ 0.6 log2 0.6+ 0 log2 0+ 0.2 log2 0.2 = 1.371 

0 log2 0+ 0.6 log2 0.6+ 0 log2 0+ 0.4 log2 0.4 = 0.971 

0 log2 0+ 0 log2 0+ 0.9 log2 0.9+ 0.1 log2 0.1 = 0.467 

The more conserved the columns the smaller its entropy

With matrices



The motif finding problem - Score 

input: A collection of strings DNA and a integer k

Motif Finding Problem
given a collection of strings, find a set of k-mers, one from each 

string, that minimises the score of the resulting motif.

output: A collection Motif of k-mers, one from each string in DNA, 
minimising SCORE(Motifs) among all possible choices of k-mers

BruteForce algorithm, for every possibile kmer from a DNA it is necessary 
compute the score value and returns those having the minimum score

With matrices



Motifs be a collection of k-mers taken from t strings of DNA
The entropy of each column of a PWM is like a four-side dice:

A 0.2 
C 0.1 
G 0.0 
T 0.7

A generated with probability 0.2
C generated with probability 0.1
G generated with probability 0.0
T generated with probability 0.7

input: A string DNA, a integer k, and a 4 X k matrix Profile

Profile-most Probable k-mer Problem
find a Profile-most probable k-mer in a string

output: A profile-most probable k-mer in DNA

The motif finding problem - Profile With matrices



Scoring a Sequence

MacIsaac & Fraenkel (2006) PLoS Comp Bio

Common threshold = 60% of maximum score

Courtesy of Kenzie MacIsaac and Ernest Fraenkel. Used with permission. MacIsaac, Kenzie, and Ernest Fraenkel.
"Practical Strategies for Discovering Regulatory DNA Sequence Motifs." PLoS Computational Biology 2, no. 4 (2006): e36.

With matrices

Scoring A Sequence
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To score a sequence, we compare to a null model
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input: A collection of strings DNA and a integer k

Equivalent Motif Finding Problem
given a collection of strings, find a  pattern and a collection of k-

mers (one for each string) that minimises the distance between all 
possible patterns and all possibile collections of k-mers.

output: A k-mer pattern and a collection of k-mers Motifs, one from 
each string in DNA, minimising d(Pattern, Motifs) among all 

possible choices of Pattern and Motifs

d(pattern, motifs) = HAMMING DISTANCE (Pattern, Motif)

Without matrices

BUT given a Pattern, we do not need to explore all possible collection of 
Motifs in order to minimise d(Pattern, Motifs)



input: A collection of strings DNA and a integer k

Median string Problem

find a median string

output: A k-mer pattern minimising d(Pattern, DNA) among all k-mers Pattern



Greedy motif search
Greedy algorithm select the most 

attractive alternative at each iteration

If the algorithm has chosen 
ACCT from the first string, 

what is the profile?



Laplace’s rule of succession

To improve the unfair scoring, often substitute zeros with 
small number called pseudo counts

Laplace’s rule of succession adds 1 to each element to COUNT(motif)



Greedy motif search
Greedy algorithm select the most 

attractive alternative at each iteration

apply Laplace’s Rule of Succession to form Profile from Motif1… Motif i-1



With matrices

If we use profile matrix to compute the probabilities 
of all 4-mres in the second string of DNA

We get lucky and we choose the 
implanted 4-mers ATGT

Greedy motif search - in action



This time we will assume 
that ACGG is selected 

instead the GCGT

While in this case the 
profile-most probable 4-

mer is ACGA

Greedy motif search - in action



Laplace’s Rule of Succession has provided 
a great improvement over the original 

GreedyMotifSearch

Greedy motif search - in action



Randomised Motif Search

Randomised algorithms may be 
nonintuitive because they lack the 

control of traditional algorithms

These algorithms are not 
guaranteed to return exact 

solutions, but they quickly find 
approximate solutions

Given a collection of strings DNA and an arbitrary 4 x k matrix profile, we 
define MOTIF(Profile,DNA) as the collections of k-mers formed by the 

Profile-most probable k-mers in each sequence from DNA.

Considering profile and DNA the profile-most 4-mer from each row of 
DNA produces the following 4-mers:

The general idea is that we can begin from a collection of 
randomly chosen k-mers Motif in DNA construct the profile and 

use this profile to generate a new collection of k-mers.



A single run may generate a poor set of motifs, then usually it is 
necessary run this algorithm thousand of times. In each run it begin 
from a new randomly selected set of k-mers and finally we select the 

best set of k-mers found in all these runs.

Randomised Motif Search



We construct the profile matrix of the 
chosen 4-mers

We compute the probabilities of 
every 4-mer in DNA based on this 

profile matrix.

Randomised Motif Search - in action



Randomised Motif Search

Starting from a uniform distribution as the first profile matrix is 
useless because no string is more probable than any other 

according to this profile and it does not provide any clues on 
what an implanted motif looks like.

Considering that if the strings in DNA were random, then the 
algorithm would start form a nearly uniform profile, and there 

would be nothing to work with. The KEY observation is that the 
strings in DNA are NOT random.



Gibbs Sampling

The randomise strategy can discarded all k-mers in each iteration, while 
Gibbs sampling is more conservative.

The algorithm starts from randomly chosen k-mers in each DNA, and select 
an integer between 1 and t and randomly changes a single k-mer.

AlignACE
Bioprospector



Gibbs Sampling

Profile-randomly generated k-mer in the i-th sequence

Gibbs sampling uses an advice 
random number generator.



Gibbs Sampling - in action

Initial step, from a set of random k-mers, the 
algorithm select the third string for removal.



application of Laplace’s 
Rule to the count matrix

Gibbs sampling is not deterministic, then create a seven-
face dice in which the total sum is equal to 80/84

The deleted string is now added but instead to use the ccgG mer, we roll 
the die and we obtain the mer GCGT

Gibbs Sampling - in action



Gibbs Sampling - in action

application of Laplace’s 
Rule to the count matrix

Randomly selection of 
the deletion of the first 

DNA string



Gibbs Sampling - in action

Randomly selection of 
the deletion of the 
fourth DNA string

Profile-randomly 
generated k-mer

The algorithm starts to converge, but in same cases 
the algorithm can converge in a suboptimal solution.

A local optimum si a solution that is optimal witting 
a small neighbouring set of solutions, which is in 

contact to the global optimum or the optimal 
solutions among all possible solutions.



Motifs are not limited to DNA sequences

• Splicing Signals at the RNA level
– Splice junctions
– Exonic Splicing Enhancers (ESE)
– Exonic Splicing Surpressors (ESS)

• Domains and epitopes at the Protein level
– Glycosylation sites
– Kinase targets
– Targetting signals
– MHC binding specificities

• Recurring patterns at the physiological level
– Expression patterns during the cell cycle
– Heart beat patterns predicting cardiac arrest

• Final project in previous year, now used in Boston hospitals!
– Any probabilistic recurring pattern

Starting positions ! Motif matrix

sequence positions

A
C
G
T

1 2 3 4 5 6 7 8

0.1

0.1

0.6

0.2

• given aligned sequences " easy to compute profile matrix
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shared motif

given profile matrix   #• easy to find starting position probabilities

Key idea:  Iterative procedure for estimating both, given 
uncertainty

(learning problem with hidden variables:  the starting positions)

Basic Iterative Approach

Given: length parameter W, training set of sequences
set initial values for motif
do

" re-estimate starting-positions from motif 
" re-estimate motif from starting-positions

until convergence (change < !)!
return: motif, starting-positions

Representing Motif M(k,c) and Background B(c)

• Assume motif has fixed width, W
• Motif represented by matrix of probabilities: M(k,c)

the probability of character c in column k
          1    2    3
A  0.1  0.5  0.2
C  0.4  0.2  0.1
G  0.3  0.1  0.6
T  0.2  0.2  0.1

"M

        
A  0.26
C  0.24
G  0.23  
T  0.27

"B

• Background represented by B(c), frequency of each 
base

(near uniform)

(~CAG)

(see also: di-nucleotide etc)

Representing the starting position probabilities (Zij)

• the element        of the matrix       represents the 
probability that the motif starts in position j in sequence i

Z

                 1    2    3    4
seq1  0.1  0.1  0.2  0.6
seq2  0.4  0.2  0.1  0.3
seq3  0.3  0.1  0.5  0.1
seq4  0.1  0.5  0.1  0.3

"Z

ijZ

Z1

uniform

one big 
winner

two
candidates

no clear
winner

Z2

Z3

Z4

Some examples: 

Starting positions (Zij) ! Motif matrix M(k,c)

• Zij:  Probability that on sequence i, motif start at position j
• M(k,c): Probability that kth character of motif is letter c

c=A

c=C

c=G

c=T

k=1 k=2 k=3 k=4 k=5 k=6 k=7 k=8
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• Three variations for re-computing motif M(k,c) from Zij matrix
– Expectation maximization " All starts weighted by Zij prob distribution
– Gibbs sampling " Single start for each seq Xi by sampling Zij
– Greedy approach " Best start for each seq Xi by maximum Zij

M-step

E-step

X1X2X3…
Xi…
Xn

Motif:  M(k,c)Starting positions:  Zij

• Computing Zij matrix from M(k,c) is straightforward
– At each position, evaluate start probability by multiplying across the matrix
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• Three variations for re-computing motif M(k,c) from Zij matrix
– Expectation maximization " All starts weighted by Zij prob distribution
– Gibbs sampling " Single start for each seq Xi by sampling Zij
– Greedy approach " Best start for each seq Xi by maximum Zij
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X1X2X3…
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Motif:  M(k,c)Starting positions:  Zij

• Computing Zij matrix from M(k,c) is straightforward
– At each position, evaluate start probability by multiplying across the matrix



Motif discovery overview
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– Two settings: co-regulated genes (EM,Gibbs), de novo
2. Expectation maximization: Motif matrix!positions

– E step: Estimate motif positions Zij from motif matrix
– M step: Find max-likelihood motif from all positions Zij

3. Gibbs Sampling: Sample from joint (M,Zij) distribution
– Sampling motif positions based on the Z vector
– More likely to find global maximum, easy to implement

4. Evolutionary signatures for de novo motif discovery
– Genome-wide conservation scores, motif extension
– Validation of discovered motifs: functional datasets

5. Evolutionary signatures for instance identification
– Phylogenies, Branch length score " Confidence score
– Foreground vs. background. Real vs. control motifs. 
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(and)
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Calculating P(Xi) when motif position is known

• Probability of training sequence Xi, given hypothesized start position j
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– Two settings: co-regulated genes (EM,Gibbs), de novo
2. Expectation maximization: Motif matrix!positions

– E step: Estimate motif positions Zij from motif matrix
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Aside: Simplifying P(Xi)

• Probability of training sequence Xi, given hypothesized start position j
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Motif discovery overview
1. Introduction to regulatory motifs / gene regulation

– Two settings: co-regulated genes (EM,Gibbs), de novo
2. Expectation maximization: Motif matrix!positions

– E step: Estimate motif positions Zij from motif matrix
– M step: Find max-likelihood motif from all positions Zij

3. Gibbs Sampling: Sample from joint (M,Zij) distribution
– Sampling motif positions based on the Z vector
– More likely to find global maximum, easy to implement

4. Evolutionary signatures for de novo motif discovery
– Genome-wide conservation scores, motif extension
– Validation of discovered motifs: functional datasets

5. Evolutionary signatures for instance identification
– Phylogenies, Branch length score " Confidence score
– Foreground vs. background. Real vs. control motifs. 
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The M-step: Estimating the motif M
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M-step example: Estimating M(k,c) from Zij
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Z1 =  0.1  0.7  0.1  0.1

Z2 =  0.4  0.1  0.1 0.4

Z3 =  0.2  0.6  0.1  0.1

X1 =

X2 =

X3 =

• EM: sum over full probability
– n1,A= 0.1+0.1+0.4+0.1 = 0.7
– n1,C= 0.7+0.4+0.6 = 1.7
– n1,G= 0.1+0.1+0.1+0.1= 0.4
– n1,T= 0.2 = 0.2
– Total:  T=0.7+1.7+0.4+0.2 = 3.0

• Normalize and add pseudo-counts
– M(1,A) = (0.7+1)/(T+4) = 1.7/7=0.24
– M(1,C) = (1.7+1)/(T+4) = 2.7/7=0.39
– M(1,G) = (0.4+1)/(T+4) = 1.4/7=0.2
– M(1,T) = (0.2+1)/(T+4) = 1.2/7=0.17

• M(k,c) = 

1 2 3
A 0.24 0.39 0.21

C 0.39 0.21 0.18

G 0.2 0.24 0.44

T 0.17 0.16 0.16

Em approach: Avg’em all
Gibbs sampling: Sample one
Greedy: Select max

The EM Algorithm

• EM converges to a local maximum in the likelihood of the 
data given the model:

!
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i BMX ),|Pr(

• Deterministic iterations max direction of ascent
• Usually converges in a small number of iterations
• Sensitive to initial starting point (i.e. values in M)



Aside: Simplifying P(Xi)

• Probability of training sequence Xi, given hypothesized start position j
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Motif discovery overview
1. Introduction to regulatory motifs / gene regulation

– Two settings: co-regulated genes (EM,Gibbs), de novo
2. Expectation maximization: Motif matrix!positions

– E step: Estimate motif positions Zij from motif matrix
– M step: Find max-likelihood motif from all positions Zij

3. Gibbs Sampling: Sample from joint (M,Zij) distribution
– Sampling motif positions based on the Z vector
– More likely to find global maximum, easy to implement

4. Evolutionary signatures for de novo motif discovery
– Genome-wide conservation scores, motif extension
– Validation of discovered motifs: functional datasets

5. Evolutionary signatures for instance identification
– Phylogenies, Branch length score " Confidence score
– Foreground vs. background. Real vs. control motifs. 

M-step:  
Max-likelih motif from Zij positions
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Motif: M(k,c)Starting positions:  Zij

The M-step: Estimating the motif M
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• recall                  represents the probability of  character c in 
position k ;             stores values for the background
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M-step example: Estimating M(k,c) from Zij
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• EM: sum over full probability
– n1,A= 0.1+0.1+0.4+0.1 = 0.7
– n1,C= 0.7+0.4+0.6 = 1.7
– n1,G= 0.1+0.1+0.1+0.1= 0.4
– n1,T= 0.2 = 0.2
– Total:  T=0.7+1.7+0.4+0.2 = 3.0

• Normalize and add pseudo-counts
– M(1,A) = (0.7+1)/(T+4) = 1.7/7=0.24
– M(1,C) = (1.7+1)/(T+4) = 2.7/7=0.39
– M(1,G) = (0.4+1)/(T+4) = 1.4/7=0.2
– M(1,T) = (0.2+1)/(T+4) = 1.2/7=0.17

• M(k,c) = 

1 2 3
A 0.24 0.39 0.21

C 0.39 0.21 0.18

G 0.2 0.24 0.44

T 0.17 0.16 0.16

Em approach: Avg’em all
Gibbs sampling: Sample one
Greedy: Select max

The EM Algorithm

• EM converges to a local maximum in the likelihood of the 
data given the model:
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• Deterministic iterations max direction of ascent
• Usually converges in a small number of iterations
• Sensitive to initial starting point (i.e. values in M)



Aside: Simplifying P(Xi)

• Probability of training sequence Xi, given hypothesized start position j
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Motif discovery overview
1. Introduction to regulatory motifs / gene regulation

– Two settings: co-regulated genes (EM,Gibbs), de novo
2. Expectation maximization: Motif matrix!positions

– E step: Estimate motif positions Zij from motif matrix
– M step: Find max-likelihood motif from all positions Zij

3. Gibbs Sampling: Sample from joint (M,Zij) distribution
– Sampling motif positions based on the Z vector
– More likely to find global maximum, easy to implement

4. Evolutionary signatures for de novo motif discovery
– Genome-wide conservation scores, motif extension
– Validation of discovered motifs: functional datasets

5. Evolutionary signatures for instance identification
– Phylogenies, Branch length score " Confidence score
– Foreground vs. background. Real vs. control motifs. 

M-step:  
Max-likelih motif from Zij positions
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M-step example: Estimating M(k,c) from Zij
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• EM: sum over full probability
– n1,A= 0.1+0.1+0.4+0.1 = 0.7
– n1,C= 0.7+0.4+0.6 = 1.7
– n1,G= 0.1+0.1+0.1+0.1= 0.4
– n1,T= 0.2 = 0.2
– Total:  T=0.7+1.7+0.4+0.2 = 3.0

• Normalize and add pseudo-counts
– M(1,A) = (0.7+1)/(T+4) = 1.7/7=0.24
– M(1,C) = (1.7+1)/(T+4) = 2.7/7=0.39
– M(1,G) = (0.4+1)/(T+4) = 1.4/7=0.2
– M(1,T) = (0.2+1)/(T+4) = 1.2/7=0.17

• M(k,c) = 

1 2 3
A 0.24 0.39 0.21

C 0.39 0.21 0.18

G 0.2 0.24 0.44

T 0.17 0.16 0.16

Em approach: Avg’em all
Gibbs sampling: Sample one
Greedy: Select max

The EM Algorithm

• EM converges to a local maximum in the likelihood of the 
data given the model:
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• Deterministic iterations max direction of ascent
• Usually converges in a small number of iterations
• Sensitive to initial starting point (i.e. values in M)



P(Seq|Model) Landscape
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EM searches for parameters to increase P(seqs|parameters)

Useful to think of 
P(seqs|parameters)

as a function of parameters

EM starts at an initial set of
parameters  

And then “climbs uphill” until it 
reaches a local maximum

Where EM starts can make a big difference

One solution: Search from Many Different Starts
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To minimize the effects of local maxima, you should search
multiple times from different starting points

MEME uses this idea

Start at many points

Run for one iteration

Choose starting point that got
the “highest” and continue

Motif discovery overview
1. Introduction to regulatory motifs / gene regulation

– Two settings: co-regulated genes (EM,Gibbs), de novo
2. Expectation maximization: Motif matrix!positions

– E step: Estimate motif positions Zij from motif matrix
– M step: Find max-likelihood motif from all positions Zij

3. Gibbs Sampling: Sample from joint (M,Zij) distribution
– Sampling motif positions based on the Z vector
– More likely to find global maximum, easy to implement

4. Evolutionary signatures for de novo motif discovery
– Genome-wide conservation scores, motif extension
– Validation of discovered motifs: functional datasets

5. Evolutionary signatures for instance identification
– Phylogenies, Branch length score " Confidence score
– Foreground vs. background. Real vs. control motifs. 

Three options for assigning points, and 
their parallels across K-means, HMMs, Motifs

Update 
assignments
(E step) "
Estimate hidden 
labels

Algorithm implementing E step 
in each of the three settings

Update 
model 
parameters
(M step) "
max
likelihood

Expression 
clustering

HMM 
learning

Motif 
discovery

The hidden label is: Cluster labels State path ! Motif positions
Assign each point 
to best label 

K-means: 
Assign each 
point to nearest 
cluster

Viterbi
training: label 
sequence with 
best path

Greedy: Find 
best motif match 
in each sequence

Average of 
those points 
assigned to 
label

Assign each point
to all labels, 
probabilistically

Fuzzy K-
means: Assign 
to all clusters, 
weighted by 
proximity

Baum-Welch 
training: label 
sequence w all 
paths (posterior 
decoding)

MEME: Use all 
positions as a 
motif occurrence 
weighed by motif 
match score

Average of all 
points,
weighted by 
membership

Pick one label at 
random, based on 
their relative 
probability

N/A: Assign to 
a random 
cluster, sample 
by proximity

N/A: Sample a 
single label for
each position, 
according to 
posterior prob.

Gibbs sampling: 
Use one position 
for the motif, by 
sampling from the 
match scores

Average of 
those points 
assigned to 
label(a 
sample)
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Three examples of Greedy, Gibbs Sampling, EM

uniform

one big 
winner

two
candidatesZ1

Z2

Z3

All methods agree

Greedy always picks maximum
Gibbs sampling picks one at random(or)

EM uses both in estimating motif
(and)

Greedy ignores most of the probability

EM averages over the entire sequence (no preference)

Gibbs sampling rapidly converges to some choice

Gibbs Sampling
• A general procedure for sampling from the joint distribution of a set 

of random variables                              by iteratively sampling from            
for each j

• Useful when it’s hard to explicitly express means, stdevs, 
covariances across the multiple dimensions

• Useful for supervised, unsupervised, semi-supervised learning
– Specify variables that are known, sample over all other variables

• Approximate:
– Joint distribution: the samples drawn
– Marginal distributions: examine samples for subset of variables
– Expected value: average over samples

• Example of Markov-Chain Monte Carlo (MCMC)
– The sample approximates an unknown distribution
– Stationary distribution of sample (only start counting after burn-in)
– Assume independence of samples (only consider every 100)

• Special case of Metropolis-Hastings
– In its basic implementation of sampling step
– But it’s a more general sampling framework
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