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Eukaryotic gene expression relies on the function of a battery of complex  
molecular machineries that execute the genetic program, from 
 transcription and processing of primary RNAs in the nucleus to mRNA 
translation in the cytoplasm. These processes are highly coordinated, 
and their functional interplay opens a wealth of opportunities for 
gene regulation1,2. For example, there is abundant evidence for the 
functional coupling between transcription and pre-mRNA splicing3,4 
and for a role of this coupling in alternative splicing regulation5–9.

Direct interactions of RNA processing factors with the largest 
 subunit of RNA polymerase II (RNAPII)10 through its C-terminal 
domain (CTD)11 provide a mechanism for efficient co-transcriptional 
delivery of basal and regulatory splicing factors on nascent transcripts. 
In addition, some promoter-associated transcription factors and  
co-regulators also show splicing activities and/or recruit components 
of the splicing machinery12–14. Conversely, packaging of nascent tran-
scripts with RNA-binding proteins precludes extended RNA-DNA 
hybrids, facilitates transcription elongation and prevents genomic 
 instability15,16. In turn, transcription elongation factors, including 
splicing regulators that actively promote transcription elongation17, 
can affect alternative splicing decisions by modulating the timing at 
which competing splice sites become available in nascent transcripts18–21.

Eukaryotic DNA is wrapped around nucleosomes, the packag-
ing units of chromatin, and this architecture is a key determinant 
of all aspects of DNA metabolism22. Nucleosomes contain two sets 
of four histone molecules. Chromatin remodeling is frequently 
associated with a combinatorial code of post-translational modifi-
cations of the flexible N-terminal histone tails, which can regulate 
chromatin compaction and the accessibility of factors responsible 
for DNA replication, recombination, repair and transcription23. The 

tight coupling between transcription and RNA processing opens the 
intriguing possibility that chromatin architecture and dynamics have a 
role in subsequent steps of the gene expression pathway24. Indeed, the 
Brahma subunit of the chromatin-remodeling complex SWI/SNF has 
been shown to interact with splicing factors, influence the accumula-
tion of RNAPII on alternative exons and regulate alternative splicing, 
probably through local changes in transcription elongation7.

A general link between nucleosomes and the gene exon-intron 
architecture has been proposed by Trifonov and colleagues25–27. 
These authors observed that the distance between consecutive 5′ or 
3′ splice sites shows a periodicity reminiscent of the unit length of 
DNA wrapping around nucleosomes25, suggesting that nucleosomes 
are somehow phased with the sequences that direct intron removal. 
On the basis of DNA sequence patterns that are characteristic of stably 
positioned nucleosomes, they predicted that splice sites are frequently 
located near the nucleosome dyad axis, a preference that they relate 
to the need to protect splice sites from mutation26,27.

Genome-wide analyses of nucleosome occupancy in worms and 
humans have been recently published28,29. Using these data, we set out 
to investigate the relationship between gene architecture and stable 
nucleosome positioning on the genomes of these species’ sequences. 
Thus, here and in the accompanying paper by Schwartz et al.30, we 
report that stably positioned nucleosomes are more frequent in exons 
than in the surrounding introns, a trend that is more pronounced in 
exons flanked by weak splice sites and that contrasts with the decreased 
occupancy observed in pseudoexons. These observations are strongly 
suggestive of a role for chromatin organization in RNA processing. 
Our results also offer an explanation for the exonic enrichment of 
particular histone modifications recently reported31 and suggest that 
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Chromatin	structure	influences	transcription,	but	its	role	in	subsequent	RNA	processing	is	unclear.	Here	we	present	analyses	
of	high-throughput	data	that	imply	a	relationship	between	nucleosome	positioning	and	exon	definition.	First,	we	have	found	
stable	nucleosome	occupancy	within	human	and	Caenorhabditis elegans	exons	that	is	stronger	in	exons	with	weak	splice	sites.	
Conversely,	we	have	found	that	pseudoexons—intronic	sequences	that	are	not	included	in	mRNAs	but	are	flanked	by	strong	
splice	sites—show	nucleosome	depletion.	Second,	the	ratio	between	nucleosome	occupancy	within	and	upstream	from	the	exons	
correlates	with	exon-inclusion	levels.	Third,	nucleosomes	are	positioned	central	to	exons	rather	than	proximal	to	splice	sites.	
These	exonic	nucleosomal	patterns	are	also	observed	in	non-expressed	genes,	suggesting	that	nucleosome	marking	of	exons		
exists	in	the	absence	of	transcription.	Our	analysis	provides	a	framework	that	contributes	to	the	understanding	of	splicing	on	the	
basis	of	chromatin	architecture.
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the higher GC content in exons could partially result from selection to 
maintain sequences facilitating positioning of nucleosomes.

RESULTS
Nucleosome	enrichment	in	human	internal	exons
We have analyzed data produced by Schones et al.28 on genome-wide 
mapping of nucleosome density in resting and activated human CD4+ 
T cells. These data were generated by direct Solexa high-throughput 
sequencing of DNA purified from nucleosomes obtained by micro-
coccal nuclease (MNase) digestion of chromatin preparations. We 
extended the short sequence reads including neighboring sequences to 
the expected nucleosome length (147 base pairs (bp)). The number of 
reads mapping to a given region (nucleotide) can be assumed to be a 
measure of nucleosome occupancy in that region or nucleotide. When 
comparing the profile of nucleosome occupancy in resting CD4+ T cells  
with the positions of internal exons of protein-coding genes (see 
Online Methods) that were classified as constitutive by the AStalavista 
system32 (Supplementary Methods), we observed strong nucleosome 
occupancy within the exons of human genes (Fig. 1a,b). In contrast, 
pseudoexons—that is, nonrepetitive intronic regions flanked by strong 
splice sites but showing no evidence of inclusion in mRNA, as judged 
by the available ESTs and cDNAs (Supplementary Methods)—show a 
weak nucleosome depletion (Fig. 1a). We have computed the nucleo-
some-occupancy ratio as the ratio between the average nucleosome 

occupancy per nucleotide within the exon 
and the average nucleosome occupancy per 
nucleotide in the 147-bp regions upstream 
and downstream of the exon. The median 
of the logarithm of this ratio is positive for 

exons (0.23) and negative for pseudoexons (−0.14), a difference that 
is highly significant (P < 2.2 × 10−16, according to both the one- and 
two-sided Mann-Whitney U and the Kolmogorov-Smirnov tests).

Notably, the intensity of nucleosome occupancy is inversely related 
to exon splice site strength. Indeed, we have computed the scores of 
the splice sites and ranked the exons according to the sum of the 
acceptor and donor scores (Supplementary Methods). We have con-
sidered the lowest-scoring 5% of exons as weak exons and the highest- 
scoring 5% of exons as strong exons—with these terms referring only 
to the strength of the exons splice sites and not to their inclusion level. 
We have found that nucleosome occupancy is stronger in weak than 
in strong exons (Fig. 1a). The median of the logarithm of the nucleo-
some occupancy ratio is 0.38 for weak exons and 0.11 for strong exons 
(a statistically significant difference; P < 2.2 × 10−16). In exons with 
strong splice sites, in contrast, an extended region of nucleosome 
occupancy occurs upstream of the 3′ splice site. This region is also 
observed in pseudoexons and is more accentuated in pseudoexons 
flanked by strong splicing signals. As a result, pseudoexons with strong 
splice sites—in which splicing does not occur despite the strength 
of the sites—show a pattern of nucleosome occupancy that is the 
mirror image of that observed on exons with weak sites—in which 
splicing occurs despite the weakness of the sites (Fig. 1a). A similar 
pattern is observed in activated cells, albeit less sharp (Supplementary 
Fig. 1). These observations strongly suggest a relationship between 
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Figure 1 Observed and predicted nucleosome  
occupancy. (a) Nuclesome-occupancy profile across  
human internal constitutive exons in resting  
CD4+ T cells. We have computed the number of  
extended nucleosome reads overlapping each  
nucleotide. Upstream and downstream of an  
idealized internal exon, we plot the average  
number of nucleosome reads per nucleotide  
position, with negative positions relative to the  
acceptor (acc) site and positive positions relative  
the donor (don) site. Within the exon, reads  
have been mapped to 50 identically spaced  
intervals, irrespective of the length of the exon  
(see Online Methods). Strong exons are exons  
with a combined donor and acceptor score  
among the highest 5%; weak exons are the exons  
with a combined score among the lowset 5%;  
pseudoexons are intronic sequences bounded by  
splice sites; strong pseudoexons are exons with a  
combined score higher than the 90% percentile  
of real exons. (b) Nucleosome-occupancy profile  
in the human SNTB2 locus in chromosome  
16. All internal exons are clearly marked by  
nucleosome peaks from 28. High nucleosome  
peaks mark the first and fourth internal exons  
and the terminal exon. Notably, the first and  
the fourth internal exons are the exons with the  
weakest combined splice sites scores (first:  
16.77; second: 20.60; third: 17.84; fourth:  
12.26; fifth: 20.10). (c) Computationally  
predicted nucleosome-occupancy profile across 
human acceptor sites. The SymCurv score at 
each nucleotide has been averaged over all exons 
and pseudoexons in a way similar to that used for 
the nucleosome reads (Supplementary Methods).
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nucleosome occupancy and exon recognition during pre-mRNA 
splicing. Specifically, nucleosome occupancy within the exon may 
promote exon inclusion—an effect that is particularly relevant in 
exons with weak splice sites, whereas nucleosome depletion within 
the exon and stable nucleosome occupancy upstream of the acceptor 
site—as observed in pseudoexons—could have a repressing effect. 
As an example, Figure 1b shows the relationship between peaks 
of nucleosome occupancy and internal or 3′ exons in the human  
syntrophin β2 (SNTB2) gene.

Further supporting this relationship is the pattern of nucleo-
some occupancy computed theoretically using the SymCurv algo-
rithm (http://genome.crg.cat/software/#SymCurv), which predicts 
nucleosomal sequences on the basis of the symmetry of the DNA 
curvature (Supplementary Methods). The SymCurv computational 
predictions on human exons closely reproduced the pattern of exon 
nucleosome occupancy that we observed experimentally in CD4+  
T cells, including the differential behavior between weak and strong 
exons (Fig. 1c).

Exonic	nucleosome	enrichment	is	not	transcription-dependent
The SymCurv nucleosome-occupancy profile is based exclusively 
on the structural properties of the DNA sequence, suggesting that 
nucleosomes mark exons in chromatin in the absence of transcrip-
tion. Indeed, after analyzing expression data from resting CD4+  
T cells28 (see Online Methods), we found that non-expressed genes 
show an exonic nucleosome-occupancy pattern that is similar, albeit 
less sharp, than that observed in expressed genes (Fig. 2a,b). Notably, 
although expressed genes show reduced frequencies of stably posi-
tioned nucleosomes overall (Fig. 2a,b), this reduction is less promi-
nent within weak exons and upstream of pseudoexons, consistent 
with the hypothesis that nucleosome positioning has a particularly 
relevant role in regulating the splicing of these elements.

Nucleosome	occupancy	predicts	inclusion	of	exons
As our definition of pseudoexons is relative to the available transcript 
evidence, we cannot rule out that some of the pseudoexons in our data 
set may actually be included in some cell type or condition that has not 
yet been surveyed. In this regard, as a corollary of our observations, 

we hypothesized that pseudoexons with a nucleosome-occupancy  
pattern similar to that of ‘bona fide’ exons—that is, nucleosome 
 enrichment within the exons and depletion in the flanking regions—
may actually be included as real (alternative) exons in some cell type. 
For each pseudoexon, we have thus computed the log ratio of nucleo-
some occupancy within the pseudoexon over the flanking intronic 
regions (Supplementary Methods), using both SymCurv scores and 
sequence reads. We have binned the set of pseudoexons in six classes 
depending on these ratios. Within each bin, we assessed inclusion 
rate using RNAseq data recently obtained using the Solexa platform 
in nine human tissues33. Consistent with our hypothesis, the larger 
the nucleosome-occupancy ratio, the larger the proportion of pseu-
doexons with evidence of inclusion (that is, with at least one read 
from one tissue mapping entirely within it; Fig. 2c,d).

Nucleosome	positioning	contributes	to	global	exon	definition
We binned the set of exons with the weakest 10% of acceptor sites 
according to their length. Short exons (less than 90 bp long) show a 
weak nucleosome-occupancy peak downstream of the acceptor sites. 
The peak grows with exon length and ‘moves’ toward the center of 
the exon, a pattern that closely reproduces the partitioning of exons 
in length classes (Fig. 3a). A less sharp pattern is observed in exons 
with the strongest 10% of acceptor sites (Fig. 3b). These observations 
are more compatible with nucleosome positioning defining the exon 
globally rather than specifically affecting the acceptor or the donor 
site. However, our analysis also suggests that nucleosome occupancy 
may have an additional role in the definition of acceptor 3′ sites. 
Indeed, the peak nucleosome pattern is obvious downstream of weak 
acceptor sites of terminal exons (Fig. 3c). In contrast, the peak nucleo-
some pattern is weak upstream of the donor sites of initial exons, and 
no differences can be observed here between weak and strong donor 
sites (Fig. 3d).

Exon	marking	by	histone	modifications	and	nucleosomes
Trimethylation of Lys36 in Histone 3 (H3K36me3) has been recently 
described as a marker of exons in expressed genes from C. elegans31. 
We have analyzed ChIP-Seq data on this modification recently 
obtained in CD4+ T cells34 (see Online Methods). Consistent with 

15

a b

c d

All 6,435 exons
643 exons (weak acceptors)
643 exons (strong acceptors)
3,729 pseudoexons

All 4,576 exons
457 exons (weak acceptors)
457 exons (strong acceptors)
2,114 pseudoexons

14

13

12

11

N
uc

le
os

om
e 

oc
cu

pa
nc

y 
(m

ea
n 

co
un

t)
Nucleosome occupancy in internal exons:

nontranscribed genes
Nucleosome occupancy in internal exons:

transcribed genes

10

9

8

15

14

13

12

11

N
uc

le
os

om
e 

oc
cu

pa
nc

y 
(m

ea
n 

co
un

t)

10

9

8

–300

0.22

0.18

0.17

0.16

0.15

0.14

0.13

0.18

0.14

0.10

–3 –2

Exon to intron nucleosome log ratio

Fr
ac

tio
n 

of
 p

se
ud

oe
xo

ns
 w

ith
1 

re
ad

 o
r 

m
or

e

Fr
ac

tio
n 

pf
 p

se
ud

oe
xo

ns
 w

ith
1 

re
ad

 o
r 

m
or

e

–1 0 1 2 –3 –2

Exon to intron SymCurv log ratio

–1 0 1 2 3

–200

Pseudoexon inclusion: nucleosomes vs RNAseq Pseudoexon inclusion: SymCurv versus RNAseq

–100 acc don +100 +200 +300 –300 –200 –100 acc don +100 +200 +300

Figure 2 Nuclesome occupancy and expression of 
genes and exons. (a) Nuclesome-occupancy profile 
across internal acceptor sites from genes that are not 
expressed in resting CD4+ T cells. Gene expression 
has been determined using the Affymetrix platform28. 
We plot the average number of nucleosome reads per 
position in all exons considered together (black), only 
in exons with strong (red) and weak (blue) acceptor 
sites, and in intronic pseudoexons. (b) Nucleosome-
occupancy profile across internal acceptor sites 
from genes expressed in resting CD4+ T cells, 
shown as in a. (c,d) Nucleosome-occupancy ratio 
versus inclusion of pseudoexons. Large values of the 
nucleosome-occupancy ratio are typical of bona fide 
exons. Nucleosome occupancy has been measured 
using both the nucleosome sequence reads obtained 
experimentally by Schones et al.28 (c) and our 
SymCurv theoretical predictions (d). In each case,  
we have binned the set of pseudoexons into six 
classes depending on this ratio (Supplementary 
Methods). Within each class, we have computed 
the proportion of pseudoexons that have evidence of 
inclusion (at least one read from one tissue mapping 
entirely within the pseudoexon) according to a 
published RNAseq data set33.
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the previous observation31, we also observed 
a peak of H3K36me3 within human internal 
exons from expressed genes (Fig. 4a). The 
peak showed the differences between weak 
and strong exons, albeit less sharp, that we 
had also observed for nucleosomes. We there-
fore performed a crude and qualitative nor-
malization of the H3K36me3 profile against 
the nucleosome-occupancy profile. At each 
nucleotide position, we simply divided the 
number of H3K36me3 reads by the number 
of nucleosome reads overlapping the position 
(see Online Methods). After processing the 
data in this way, the H3K36me3 peak within 
exons essentially vanished (Fig. 4b). This 
indicates that the H3K36me3 peak mostly 
reflects underlying nucleosome occupancy. 
For another epigenetic mark (H4K20me1), 
however, nucleosome normalization uncov-
ers a potential anticorrelation with exon  
positions that is not apparent from the raw 
data (Fig. 4c,d).

Nucleosome	enrichment	in	C. elegans	exons
We have mapped high-throughput sequence 
data on nucleosome positioning obtained 
using the SOLiD platform in C. elegans29 
across internal constitutive exons (see 
Online Methods). The mapping reveals a 
well-defined peak of nucleosome occupancy 
within internal exons from C. elegans genes. (Supplementary Fig. 2).  
Such a peak is not observed in the DNA used as a control in these 
experiments, demonstrating that GC sequencing bias is not con-
founding our observations.

GC	content	and	nucleosome	occupancy	in	human	exons
Human exons tend to be GC-rich when compared to the surround-
ing intronic regions. Because nucleosome sequences have also been 

 postulated to prefer GC-rich regions35,36, it is a possibility that nucleo-
some positioning within exons could be mediated by increased GC 
content. We therefore computed the profile of GC content in human 
internal exons (Supplementary Fig. 3 and Supplementary Methods). 
The profile (Supplementary Fig. 3) is indeed markedly similar to that 
of nucleosome occupancy, including the higher GC content in weak 
than in strong exons and the reduced GC content within pseudoexons. 
GC content by itself, however, cannot fully explain the pattern of 
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Figure 4 Profile of histone modifications in 
expressed genes in resting CD4+ T cells.  
(a) H3K36me3. Note that the plateau 
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is higher than the plateau upstream. This is in 
agreement with previous work34 that showed 
that the levels of H3K36me3 increase 3′ to 
5′ along the transcript. Our results indicate 
that the increase is not entirely linear but 
that it occurs, at least partially, in a stepwise 
fashion with the exons. Acc, acceptor; 
don, donor. (b) H3K36me3 normalized by 
nucleosome occupancy. (c) H4K20me1 without 
normalization. (d) H4K20me1 normalized by 
nucleosome occupancy. The plots of the raw 
data (a,c) were generated in a similar way 
to that for nucleosomes (Fig. 1a and Online 
Methods), but relying on ChIP-Seq data for 
histone modifications34. Normalized plots 
(b,d) were obtained after dividing the values 
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corresponding to nucleosome occupancy  
(see Online Methods for details).
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Figure 3 Nucleosome occupancy in internal exons of different lengths, initial exons and terminal exons. 
(a,b) Nucleosome-occupancy profiles across internal acceptors for different exon length classes. We 
plot the average number of nucleosome reads per position. Positions are aligned at the acceptor (acc) 
site. Different profiles are plotted (using different colors) for different exon length classes. Nucleosome 
occupancy is shown for weak acceptors and strong acceptors (b). (c) Nucleosome-occupancy profile in 
terminal exons. Positions have been aligned at the acceptor site. (d) Nucleosome-occupancy profile  
in initial exons. Positions have been aligned at the donor (don) site.
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nucleosome occupancy that we have observed in human exons. First, 
the region upstream of the donor sites of initial exons is more GC-rich 
than the region downstream from acceptors of terminal exons (63% 
on average versus 51%), but nucleosome occupancy is higher in the 
latter (9.8 extended read counts per nucleotide on average versus 12.0; 
Fig. 3). Second, we have computed the correlation coefficient between 
the raw nucleosome occupancy and the GC content in exons and 
pseudoexons. Although the correlation is positive and significant in 
both cases, it is much higher for pseudoexons (0.422) than for exons 
(0.182), suggesting that factors other than GC content (for instance, 
factors involved in splicing) have a stronger influence on nucleosome 
occupancy in exons than in pseudoexons. Finally, we have selected 
subsets of exons and pseudoexons that are almost identical in terms of 
their log ratio of GC content between the exon (pseudoexon) and the 
flanking intronic regions (Supplementary Methods). Even in these 
subsets, exons have a significantly higher nucleosome occupancy log 
ratio than pseudoexons do (0.084 versus −0.061, P < 2.2 × 10–16; 
Supplementary Fig. 4). An equivalent conclusion can be reached 
when comparing weak and strong exons (Supplementary Fig. 5).

Nucleosome	enrichment	in	noncoding	exons
To further investigate the relationship between coding function,  
GC content and nucleosome occupancy, we investigated exons from 
noncoding transcripts. We considered the noncoding genes from the 
GENCODE annotation37 (see Online Methods). Noncoding exons 
also have a higher GC content than the surrounding intronic areas 
(Supplementary Fig. 6a). Notably, they also show strong nucleosome 
occupancy (Supplementary Fig. 6b).

DISCUSSION
Taken together, we believe that our analyses suggest a role for chromatin 
structure in splicing. More specifically, the interplay between nucleosome 
positioning within exons and upstream from the acceptor sites seems 
to contribute to exon recognition: nucleosome positioning within the 
exon coupled with nucleosome depletion upstream from the acceptor 
site would promote inclusion of exons with weak splice sites, whereas 
nucleosome depletion within the exon coupled with stable nucleosome 
occupancy upstream of the acceptor site would have a repressing effect.

Although the evidence for the relationship is convincing, the molec-
ular mechanisms by which nucleosome positioning influence splice 
site recognition remain to be elucidated. A possible mechanism would 
be mediated by changes in transcription elongation rates caused by 
the presence of a positioned nucleosome near the splice sites. Such 
changes are indeed known to influence splice site selection5–9,20,21. 
It is conceivable that the presence of a stably positioned nucleosome 
reduces the elongation rate of the polymerase complex, and this, in 
turn, provides a window of opportunity for RNAPII CTD–associated 
splicing factors to interact with splice sites. Alternatively, nucleosomes 
could contribute to specifically recruit some splicing factors during 
transcription, or to co-transcriptionally enhance the molecular inter-
actions by which splicing factors bound at the flanking splice sites 
stabilize each other. This phenomenon, known as exon definition, 
has been linked to the optimal length of internal exons, which may 
provide an optimal distance to accommodate direct or indirect inter-
actions between factors involved in early recognition of the flanking  
3′ and 5′ splice sites38. In this regard, it is notable that the average 
length of human internal exons (151 bp, for all exons, not only those 
in our size-selected data set) is similar to that of the nucleosome 
sequences (approximately 147 bp) and that this similarity is greater and 
more constrained for exons with weak splice sites (mean 153 bp, s.d.  
177 bp), where nucleosomes are positioned more stably, than for exons 

with strong splice sites (mean 164 bp, s.d. 313 bp). Thus, nucleosome 
positioning in internal exons can contribute to the proper positioning 
of molecular interactions across the exon that characterize the pro-
cess of exon definition. The fact that the splicing process can occur  
in vitro on exogenously added RNA molecules clearly demonstrates 
that nucleosome positioning is not a prerequisite for splicing to occur. 
Splicing is, however, substantially more efficient when coupled to 
transcription39, and nucleosome positioning may further increase 
this efficacy.

Our analyses indicate that positioning of nucleosomes within exons 
is not dependent on transcription. Nucleosome organization along 
the genome would therefore partially reflect the underlying exonic 
structure of genes and, thus, constitute a code for splicing present 
in the DNA but not in the sequence of the primary transcript. Our 
analyses also suggest that the enrichment of certain histone modifica-
tions, notably H3K36me3, in exons31 is, at least partially, the reflection 
of the enrichment of stably positioned nucleosomes within exons of 
active genes. Indeed, in human CD4+ T cells, when normalized with 
respect to nucleosome occupancy, the H3K36me3 peak within exons 
essentially disappears. Notably, however, nucleosome enrichment 
upstream of the acceptor sites that we observe in strong exons does 
not seem to correlate with depletion of H3K36me3. Also, even after 
normalizing for nucleosome occupancy, some histone modifications 
(H4K20me1, for instance) show a characteristic exonic pattern. These 
observations argue that, as suggested31, histone modifications may 
indeed have a role in splicing. In our opinion, however, this role can 
be fully understood only when the underlying pattern of nucleosome 
occupancy is taken into account.

We have found that the pattern of GC content on human exons is 
markedly similar to the pattern of nucleosome occupancy but that 
GC content alone can not fully explain the pattern of nucleosome 
occupancy observed within exons. One is tempted to speculate that 
the elevated GC content of exons may partially result from the need 
to accommodate nucleosome sequences, which have been postulated 
to also prefer GC-rich regions35,36. Indeed, the increased GC content 
in exons has often been attributed to the codon biases that result-
ing from protein-coding functionality. Among other hypotheses,  
GC-rich codons would be preferred because of the higher relative 
abundance of the cognate tRNAs (see, for example, refs. 40,41), 
which would lead to increased efficiency of translation. However, 
we have also found elevated GC content within exons from non-
coding RNAs (Supplementary Fig. 6a), where a codon bias cannot 
be invoked. Notably, the fact that we have also found nucleosome 
enrichment within noncoding exons (Supplementary Fig. 6b) would 
support the hypothesis that GC content in noncoding exons (as well 
as in coding exons) could at least partially be the consequence of 
selection to favor splicing-related nucleosome occupancy. Further 
 supporting this hypothesis is the striking observation of reduced  
GC content within pseudoexons (Supplementary Fig. 3). Low 
GC content would explain nucleosome depletion in pseudoexons 
(Fig. 1a), which in turn would have a repressive effect on their 
 inclusion in mRNA sequences. Although other selective pressures that 
are not related to translation efficiency could explain GC enrichment 
within noncoding exons, such as DNA stability42, RNA structure43 or 
RNA processsing44,45, such selective pressures cannot easily explain 
GC reduction within pseudoexons.

Several interesting examples of connections between chroma-
tin structure and RNA processing have been reported6–9,20,21, but 
our findings provide a general concept for how the architecture of 
genome packaging can influence pre-mRNA splicing. Despite great 
progress, the determinants of splice site identification are not totally 
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 understood, and it is not possible to predict from the analysis of the 
primary RNA sequence alone the resulting pattern of splicing prod-
ucts. Our results indicate that some of these determinants may actu-
ally reside outside the primary transcript, in the chromatin structure 
itself, and represent instructions for splicing encoded in the DNA 
sequence but not in the sequence of the primary transcript. Taking 
this concept into account should provide a new framework to under-
stand features of splice site recognition, exon definition and alterna-
tive splicing on the basis of chromatin architecture.

METHODS
Methods and any associated references are available in the online 
version of the paper at http://www.nature.com/nsmb/.

Note: Supplementary information is available on the Nature Structural & Molecular 
Biology website.
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ONLINE	METHODS
Human exons and nucleosome data. We downloaded the human RefSeq transcripts46 
and GenBank mRNAs47 (both relative to the hg18 version of the human genome) 
from the UCSC table browser (http://genome.ucsc.edu/cgi-bin/hgTables)48  
on 12 August 2008. From a set of 25,818 RefSeq transcripts aligning to the human 
chromosomes 1 to 22 and X (including only one genomic location if the transcript  
mapped to multiple locations), we chose a set of 76,450 nonredundant internal  
exons that (i) had appropriate length for exon definition (between 50 nt and 
250 nt, a little more conservative than the 50–300 nt mentioned before38),  
(ii) were classified as constitutive using the Astalavista framework32 
(Supplementary Methods) with RefSeq and mRNA exons (an internal exon 
was classified as constitutive, if and only if all annotated RefSeq transcripts and 
GenBank mRNAs whose transcript sequences overlapped the complete exon 
show the exon as part of their annotated gene structure), (iii) did not have any 
adjacent intron of U12 type (using geneid49,50) or of less than 70 nt and (iv) had 
AG acceptors and GT donors.

Consequently, we used initial and terminal exons in the analysis if all annotated 
RefSeq transcripts and GenBank mRNAs whose transcript sequences overlapped 
the splice site (donor for an initial exon; acceptor for a terminal exon) had this 
splice site as part of their annotated gene structure. Furthermore we used no 
length criterion for initial and terminal exons.

Exons from noncoding RNA. We extracted noncoding RNAs from the GENCODE 
annotation (the reference annotation being built within the framework of the 
ENCODE project37). We considered only noncoding RNAs that were not more 
than 1 kb away from the boundaries of the closest annotated protein-coding loci. 
This resulted in 3,019 transcripts (corresponding to 2,258 loci), from which 1,539 
had at least one internal exon. We extracted internal exons from these transcripts 
as for coding exons. We retained exons only from transcripts that were classified 
as ‘processed_transcript’ or ‘noncoding’. This resulted in a set of 1,403 internal 
exons from noncoding transcripts.

Nucleosome and histone modification data. To address nucleosome occupancy, 
we extended nucleosomal and histone modification reads that mapped uniquely 
to the genome28,34 to the length of a full nucleosome (147 bp). The number of 
extended reads (‘nucleosome occupancy’) overlapping each genomic position was 
calculated at single-nucleotide resolution. To calculate the aggregate values for 
pseudo(exon) representation, we represented each category (exons, pseudoexons, 
weak and strong exons) by a series of 750 values. We calculated 350 intronic values 
for the upstream intron at each point as the average nucleosome occupancy of all 
(pseudo)exons in a category. We calculated 350 values for the downstream intron 
analogously. To represent an idealized (pseudo)exon with a fixed size despite the 
varying length of (pseudo)exons, we calculated 50 values as follows. The first value 
is the average nucleosome occupancy over all (pseudo)exons for a given category 
in a 7-bp window centered at nucleotide 1 of the (pseudo)exon. To the second 
value, every exon e with l(e) nucleotides contributes with the average nucleosome 
occupancy in a 7-bp window centered around nucleotide 1 + 1*l(e)/50, rounded 
to the next integer. These contributions are averaged to produce one single value. 
In the same way, for i = 3,…,50 windows of 7 bp each centered around nucleo-
tide 1+ (i – 1)*l(e)/50 (rounded to the next integer) are used. We used the 7-bp 
window approach to guarantee that all bases in all exons (up to 250 bp) would 
be taken into account. Averaging within windows made sure that no artificial 
overcounts were produced when projecting longer exons (up to 250 bp) to the 
idealized length of 50 bp.

For histone modification normalization against nucleosomes, we treated both 
nucleosomes and histone-modification data as described in the previous section, 
so that for nucleosomes and for each kind of histone modification 750 values 

(representing the upstream intron, the exon and the downstream intron) were 
obtained. Normalization for for example, H3K36me3 (H3K27me1, H4K20me1 
and so on) was performed by dividing the 750 values for H3K36me3 by the cor-
responding values for nucleosomes. We chose deliberately to perform this at the 
average level of all (pseudo)exons and not for each (pseudo)exon separately to 
avoid biases due to excessive pseudocounts.

Transcript sets of transcribed and nontranscribed RefSeq transcripts. A list of 
nontranscribed (‘absent’ in their terminology) and transcribed (‘present’ in their 
terminology) UCSC transcript sets derived from microarray analysis in resting 
T cells was provided by D. Schones28. Using the correspondence tables provided 
by the UCSC genome browser48, we labeled a RefSeq gene ‘transcribed’ (or non-
transcribed, respectively) if and only if all corresponding UCSC transcripts were 
in the list of transcribed (or nontranscribed) UCSC transcripts. When compar-
ing exons of transcribed versus those of nontranscribed genes, we defined the 
strength of exons and pseudoexons using only the strength of the acceptor. To 
obtain larger exon sets, 10% (instead of the previously used 5%) were chosen for 
the definition of ‘weak’ and ‘strong’.

Human internal exons for length analysis. To investigate length constraints of 
exons with weak and strong splice sites without the artificially imposed mini-
mal and maximal exon length, we chose a set of 158,725 internal RefSeq exons 
bounded by AG acceptors and GT donors, regardless of length, splicing type 
(constitutive or alternative) or the type of their surrounding introns (U2 or U12). 
For cases where an exon can be used by more than one transcript, the exon 
was counted only once. Again we scored all splice sites and determined weak 
and strong exons according to the sum of their acceptor and donor scores, as 
described before. Means and s.d. of the length distributions of weak and strong 
exons were calculated.

Caenorhabditis elegans exons and nucleosome data. We downloaded  
C. elegans RefSeq transcripts and mRNAs (both relative to the ce4 version of 
the C. elegans genome) from the UCSC table browser on 24 November 2008. 
We chosen exons from these transcripts in a similar way as the human exons 
were chosen with the following differences. (i) Exons had to be surrounded 
by introns of a minimal length of 150 nt, and all introns were assumed to be 
of U2 type (because C. elegans is not known to contain any U12 introns51,52). 
(ii) No pseudoexons were defined, as most C. elegans introns are too short to 
harbor pseudoexons. C. elegans nucleosomal and control reads29 were down-
loaded from the UCSC table browser. No extension was necessary as they were 
already of nucleosome size. We obtained nucleosome occupancies and control 
occupancies as well as aggregate plots as described for the human nucleosome 
data for both nucleosomes and control.
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