
The evening element

Kay and coworkers in 2000 discover the key element 
in the promoter region of 500 genes of Arabidopsis 

thaliana involved in the circadian behaviour

A A A A A T A T C T

The element is very conserved and a mutation of this 
elements in the upstream region of one gene leads it to 

no longer exhibited circadian behaviour

Very conserved 

Easy to find



Immunity genes

NF-xB

Infected fly with a bacterium, 
the fly switch on the 

immunity genes to fight the 
infection

No well conserved among the immunity genes



Upstream regions of ten genes

Can you find the implanted hidden message (no mismatches)?



input: A string Text and a integer k

Frequent Words Problem
find the most frequent k-mers in a string

output: All most frequent k-mers in the Text

A C T G A C T C C C A C C C C
2 1 1 1 2 1 1 3 1 1 1 3 3

Text
Count



Upstream regions of ten genes

Can you find the implanted hidden message (no mismatches)?



Frequent Words Problem considering mismatches

input: Two string of equal length
compute the Hamming distance between two strings

output: The Hamming distance between these strings

The number of mismatches between two strings is called the Hamming distance



Example with muted pattern



Brute force algorithm for motif finding 
(inspirited from The gold bug problem)

Brute force search is a general problem-solving technique that 
explores ALL possible candidate solutions and checked whether 

each candidate solves the problem

Implanted Motif Problem

input: A collection of string dna, and integers k and d
find all (k,d)-motifs in a collection of strings

output: All (k,d)-motifs in dna



From motifs to profile 
matrices and 

consensus strings



TFBSs representation

Bussemaker at al. give a new interpretation of the information encoded by
PWM. In their view PWMs contain two kinds of knowledge:

1. thermodynamics interactions between Transcription Factor and DNA,

2. evolutionary selection

The underlying assumptions are:

• natural selection gives rise to a certain level of sequence specificity for
each TF

• sequences that give rise to the same physically binding affinity are
equally likely to be selected.
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TFBSs representation

According with the additivity assumption each position contributes
independently to the total binding energy, there is some matrix H(b, i) that
contains those binding energy contributions as its elements. Given any
particular sequence Sα its total binding energy is since given by H(b, i) ·Sα.

The measure of significance for one position in the PWM, compared with
the frequency in the genome, is commonly given by the Information
Content (IC) defined as:

Ii = 2 +
T∑

b=A

fb,i log2 fb,i (1)

where i is the position in the site, b refers to each of the possible
nucleotides, and fb,i is the observed frequency of each base at ith position.
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TFBSs representation

The I values are between 0, for positions that are 25% of each base, and 2
bits for positions completely conserved.
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Visualizing Motifs – Motif Logos

Represent both base frequency and conservation at each 
position

Height of letter proportional
to frequency of base at that position

Height of stack proportional
to conservation at that position



TFBSs representation

This formula provides a good approximation only in genomes with a
perfect balance distribution of frequency among the four nucleotides (25%
for each bases). Berg et al. shows that the logarithms of base frequencies
should be proportional to the binding energy contribution of the bases:

Iseq(i) =
∑

b

fb,i log2
fb,i
pb

(2)

Limitations:

• the positions in site contribute additively to the total activity

Two comprehensive and annotated databases that contain information on
TFs binding site profiles: JASPAR and TRANSFAC.
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TFBSs identification

The interest in promoter analysis received a great improvement due to the
identification of co-regulated groups of gene. A basic assumption is that
these profiles reflect a similar structure of the regions involved in
transcription regulation.

Transcription modules are self-consistent regulatory units : a set of genes
are co-regulated, responding to different conditions that alter expression of
all genes in the module.

Another type of orthogonal data are functional sequences that are
preferentially conserved over the course of evolution by selective pressure.

Next Generation Sequencing
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Lecture 11
Regulatory motif discovery 

and target identification

6.047/6.878
Computational Biology: Genomes, Networks, Evolution

Module III: Epigenomics and gene regulation

• Computational Foundations
– L10: Multi-variate HMMs, IDR, peak calling
– L11: Gibbs Sampling: between EM and Viterbi training
– L12: Spectral algorithms, matrix operations, linear algebra

• Biological frontiers:
– L10: Epigenomics, chromatin states, differentiation
– L11: Regulatory motif discovery, TF binding
– L12: Gene networks, regulatory genomics

Motif discovery overview
1. Introduction to regulatory motifs / gene regulation

– Two settings: co-regulated genes (EM,Gibbs), de novo
2. Expectation maximization: Motif matrix!positions

– E step: Estimate motif positions Zij from motif matrix
– M step: Find max-likelihood motif from all positions Zij

3. Gibbs Sampling: Sample from joint (M,Zij) distribution
– Sampling motif positions based on the Z vector
– More likely to find global maximum, easy to implement

4. Evolutionary signatures for de novo motif discovery
– Genome-wide conservation scores, motif extension
– Validation of discovered motifs: functional datasets

5. Evolutionary signatures for instance identification
– Phylogenies, Branch length score " Confidence score
– Foreground vs. background. Real vs. control motifs. 

ATGACTAAATCTCATTCAGAAGAA

Regulatory motif discovery

GAL1

CCCCWCGG CCG

Gal4 Mig1

CGG CCG

Gal4

• Regulatory motifs
– Genes are turned on / off in response to changing environments
– No direct addressing:  subroutines (genes) contain sequence tags (motifs)
– Specialized proteins (transcription factors) recognize these tags

• What makes motif discovery hard?
– Motifs are short (6-8 bp), sometimes degenerate
– Can contain any set of nucleotides (no ATG or other rules)
– Act at variable distances upstream (or downstream) of target gene

The regulatory code: All about regulatory motifs

• The parts list:  ~20-30k genes
– Protein-coding genes, RNA genes (tRNA, microRNA, snRNA)

• The circuitry:  constructs controlling gene usage
– Enhancers, promoters, splicing, post-transcriptional motifs

• The regulatory code, complications: 
– Combinatorial coding of ‘unique tags’

• Data-centric encoding of addresses
– Overlaid with ‘memory’ marks

• Large-scale on/off states
– Modulation of the large-scale coding

• Post-transcriptional and post-translational information
• Today: discovering motifs in co-regulated promoters and de novo 

motif discovery & target identification

Enhancer regions
5’-UTR

Promoter motifs
3’-UTR

Where in the body? When in time? Which variants?
Splicing signals

Which subsets?
Motifs at RNA level
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Motifs are not limited to DNA sequences

• Splicing Signals at the RNA level
– Splice junctions
– Exonic Splicing Enhancers (ESE)
– Exonic Splicing Surpressors (ESS)

• Domains and epitopes at the Protein level
– Glycosylation sites
– Kinase targets
– Targetting signals
– MHC binding specificities

• Recurring patterns at the physiological level
– Expression patterns during the cell cycle
– Heart beat patterns predicting cardiac arrest

• Final project in previous year, now used in Boston hospitals!
– Any probabilistic recurring pattern

Starting positions ! Motif matrix

sequence positions

A
C
G
T

1 2 3 4 5 6 7 8

0.1

0.1

0.6

0.2

• given aligned sequences " easy to compute profile matrix

0.1

0.5

0.2

0.2 0.3

0.2

0.2

0.3 0.2

0.1

0.5

0.2 0.1

0.1

0.6

0.2

0.3

0.2

0.1

0.4

0.1

0.1

0.7

0.1

0.3

0.2

0.2

0.3

shared motif

given profile matrix   #• easy to find starting position probabilities

Key idea:  Iterative procedure for estimating both, given 
uncertainty

(learning problem with hidden variables:  the starting positions)

Basic Iterative Approach

Given: length parameter W, training set of sequences
set initial values for motif
do

" re-estimate starting-positions from motif 
" re-estimate motif from starting-positions

until convergence (change < !)!
return: motif, starting-positions

Representing Motif M(k,c) and Background B(c)

• Assume motif has fixed width, W
• Motif represented by matrix of probabilities: M(k,c)

the probability of character c in column k
          1    2    3
A  0.1  0.5  0.2
C  0.4  0.2  0.1
G  0.3  0.1  0.6
T  0.2  0.2  0.1

"M

        
A  0.26
C  0.24
G  0.23  
T  0.27

"B

• Background represented by B(c), frequency of each 
base

(near uniform)

(~CAG)

(see also: di-nucleotide etc)

Representing the starting position probabilities (Zij)

• the element        of the matrix       represents the 
probability that the motif starts in position j in sequence i

Z

                 1    2    3    4
seq1  0.1  0.1  0.2  0.6
seq2  0.4  0.2  0.1  0.3
seq3  0.3  0.1  0.5  0.1
seq4  0.1  0.5  0.1  0.3

"Z

ijZ

Z1

uniform

one big 
winner

two
candidates

no clear
winner

Z2

Z3

Z4

Some examples: 

Starting positions (Zij) ! Motif matrix M(k,c)

• Zij:  Probability that on sequence i, motif start at position j
• M(k,c): Probability that kth character of motif is letter c

c=A

c=C

c=G

c=T

k=1 k=2 k=3 k=4 k=5 k=6 k=7 k=8

0.1

0.1

0.6

0.2

0.1

0.5

0.2

0.2 0.3

0.2

0.2

0.3 0.2

0.1

0.5

0.2 0.1

0.1

0.6

0.2

0.3

0.2

0.1

0.4

0.1

0.1

0.7

0.1

0.3

0.2

0.2

0.3

• Three variations for re-computing motif M(k,c) from Zij matrix
– Expectation maximization " All starts weighted by Zij prob distribution
– Gibbs sampling " Single start for each seq Xi by sampling Zij
– Greedy approach " Best start for each seq Xi by maximum Zij

M-step

E-step

X1X2X3…
Xi…
Xn

Motif:  M(k,c)Starting positions:  Zij

• Computing Zij matrix from M(k,c) is straightforward
– At each position, evaluate start probability by multiplying across the matrix



How Transcription Factors actually recognize motifs

• Proteins ‘feel’ DNA
– Read chemical properties of bases
– Do NOT open DNA (no base 

complementarity)

• 3D Topology dictates specificity
– Fully constrained positions: 

! every atom matters
– “Ambiguous / degenerate” positions

! loosely contacted

• Other types of recognition
– MicroRNAs: complementarity
– Nucleosomes: GC content
– RNAs: structure/seqn combination

Motifs summarize TF sequence specificity

• Summarize 
information

• Integrate many 
positions

• Measure of 
information

• Distinguish motif 
vs. motif instance

• Assumptions:
– Independence
– Fixed spacing

Experimental factor-centric discovery of motifs

SELEX (Systematic 
Evolution of Ligands by 
Exponential Enrichment; 
Klug & Famulok, 1994) 

DIP-Chip (DNA-
immunoprecipitation 
with microarray 
detection; Liu et al., 
2005) 

PBMs (Protein binding 
microarrays; Mukherjee, 
2004) 
Double stranded DNA 
arrays 

Regulator 
TF/miRNA 

Motif 
Sequence 
specificity 

TFs: Selex, DIP-Chip, Protein-Binding-Microarrays 
miRNAs: Evolutionary/structural signatures 
miRNAs: Experimental cloning of 5’-ends 

TFs: Mass Spec (difficult) 

TFs: ChIP-Chip/ChIP-Seq 
TFs/miRs: Perturbation response TFs/miRNAs: Evolutionary signatures** 

miRNAs: Composition/folding 

TFs: Enrichment in  
co-regulated genes/ 

bound regions ** 

TFs: Homology to TFs/domains 
miRNAs: Evolutionary signatures 
miRNAs: Experimental cloning 

TFs/miRNAs: De novo  
comparative discovery** 

* = Covered in today’s lecture 

Network analysis 
(next lecture) 

Challenges in regulatory genomics 

Targets 
Functional instances 

Motif discovery overview
1. Introduction to regulatory motifs / gene regulation

– Two settings: co-regulated genes (EM,Gibbs), de novo
2. Expectation maximization: Motif matrix"positions

– E step: Estimate motif positions Zij from motif matrix
– M step: Find max-likelihood motif from all positions Zij

3. Gibbs Sampling: Sample from joint (M,Zij) distribution
– Sampling motif positions based on the Z vector
– More likely to find global maximum, easy to implement

4. Evolutionary signatures for de novo motif discovery
– Genome-wide conservation scores, motif extension
– Validation of discovered motifs: functional datasets

5. Evolutionary signatures for instance identification
– Phylogenies, Branch length score ! Confidence score
– Foreground vs. background. Real vs. control motifs. 

How would you go about it?
Given a set of co-regulated/functionally related genes, 

find common motifs in their promoter regions

• Align the promoters to each other using local alignment
• Use expert knowledge for what motifs should look like
• Find ‘median’ string by enumeration (motif/sample driven)
• Start with conserved blocks in the upstream regions
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Uncertainty and probability

“The sun will rise tomorrow”

“The sun will not rise tomorrow”

Uncertainty is inversely related to probability of event

Not surprising (p~1)

Very surprising (p<<1)

Uncertainty is related to our surprise at an event



Average Uncertainty

A   “The sun will rise tomorrow”

B   “The sun will not rise tomorrow”

P(A)=p1

P(B)=p2

Two possible outcomes for sun rising

1 1 2 2

( )Uncertainty(A) ( )Uncertainty(B)
log log

logi i

P A P B
p p p p
p p

 �
 � �

 �¦ = Entropy

What is our average uncertainty about the sun rising 



Entropy

Entropy measures average uncertainty

Entropy measures randomness

If log is base 2, then the units are called bits

2( ) logi i
i

H X p p �¦



Entropy versus randomness

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Entropy is maximum at maximum randomness

P(heads)

Example: Coin Toss

En
tr

op
y P(heads)=0.1  Not very random

H(X)=0.47 bits

P(heads)=0.5  Completely random
H(X)=1 bits



Entropy Examples

( ) [0.25log(0.25) 0.25log(0.25)
0.25log(0.25) 0.25log(0.25)]
2 bits

H X  � �
� �
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0.1log(0.1) 0.75log(0.75)]
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Information Content

Information is a decrease in uncertainty

Once I tell you the sun will rise, your uncertainty about
the event decreases

Hbefore(X) Hafter(X)-Information  =

Information is difference in entropy after receiving information



Motif Information

2 -Motif Position Information  =
{ , , , }

logb b
b A T G C

p p
 

�¦

Hbackground(X) Hmotif_i(X)
Prior uncertainty about

nucleotide
Uncertainty after learning it is

position i in a motif

H(X)=2 bits
A T G C

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

P(
x)

H(X)=0.63 bits
A T G C

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

P(
x)

Uncertainty at this position has been reduced by 0.37 bits
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Network analysis 
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Challenges in regulatory genomics 

Targets 
Functional instances 

Motif discovery overview
1. Introduction to regulatory motifs / gene regulation

– Two settings: co-regulated genes (EM,Gibbs), de novo
2. Expectation maximization: Motif matrix"positions

– E step: Estimate motif positions Zij from motif matrix
– M step: Find max-likelihood motif from all positions Zij

3. Gibbs Sampling: Sample from joint (M,Zij) distribution
– Sampling motif positions based on the Z vector
– More likely to find global maximum, easy to implement

4. Evolutionary signatures for de novo motif discovery
– Genome-wide conservation scores, motif extension
– Validation of discovered motifs: functional datasets

5. Evolutionary signatures for instance identification
– Phylogenies, Branch length score ! Confidence score
– Foreground vs. background. Real vs. control motifs. 

How would you go about it?
Given a set of co-regulated/functionally related genes, 

find common motifs in their promoter regions

• Align the promoters to each other using local alignment
• Use expert knowledge for what motifs should look like
• Find ‘median’ string by enumeration (motif/sample driven)
• Start with conserved blocks in the upstream regions



Scoring a Sequence

MacIsaac & Fraenkel (2006) PLoS Comp Bio

Common threshold = 60% of maximum score

Courtesy of Kenzie MacIsaac and Ernest Fraenkel. Used with permission. MacIsaac, Kenzie, and Ernest Fraenkel.
"Practical Strategies for Discovering Regulatory DNA Sequence Motifs." PLoS Computational Biology 2, no. 4 (2006): e36.


